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Example methods , apparatuses , and systems are disclosed 
for ingesting and consuming data utilizing a trading partner 
manager . In one example embodiment , an example comput 
ing device receives user input comprising a set of data fabric 
configurations . The computing device then receives , into a 
data landing zone and based on the data fabric configura 
tions , a data set from a data source . The computing device 
then ingests , based on the data fabric configurations , the 
received data set from the data landing zone into a data lake . 
The computing device then enriches , based on the data 
fabric configurations , the ingested data set . The computing 
device then enables data consumption of the ingested data 
set by the user . 

15 Claims , 7 Drawing Sheets 
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METHODS , APPARATUSES , AND SYSTEMS includes receiving , by TPM circuitry of a computing device , 
FOR INGESTING AND CONSUMING DATA user input from the TPM interface comprising a set of data 

UTILIZING A TRADING PARTNER fabric configurations , receiving , by communication circuitry 
MANAGER of the computing device and into a data landing zone and 

5 based on the set of data fabric configurations , a data set from 
CROSS - REFERENCE TO RELATED a data source , and ingesting , by data handling circuitry of the 

APPLICATIONS computing device and based on the data fabric configura 
tions , the received data set from the data landing zone into 

This application claims the benefit of U.S. Provisional a data lake . The method also further includes enriching , by 
Application No. 62 / 319,869 filed Apr. 8 , 2016 , the entire 10 the data handling circuitry of the computing device and 
contents of which are incorporated herein by reference . based on the set of data fabric configurations , the ingested 

data set and consuming , by the computing device , the 
TECHNOLOGICAL FIELD ingested data set . 

In some embodiments , receiving the set of data fabric 
Example embodiments of the present invention relate 15 configurations includes causing , by the TPM circuitry of the 

generally to ingesting processing , and consuming data , such computing device , display of the TPM interface , wherein the 
as healthcare data , in big data platforms and , more particu TPM interface comprises a user interface including user 
larly , to methods and apparatuses that allow easy user input fields and user selectable options , receiving , by the 
interaction with the data . TPM circuitry and via at least one of the user input fields or 

20 the user selectable options , an identification of at least one 
BACKGROUND inbound data source , wherein the at least one inbound data 

source is a user defined location for receiving data sets from 
The inventors have discovered limitations with existing the data source , and receiving , by the TPM circuitry and the 

techniques for handling data from acquisition to data man user selectable options , at least one user selection of one or 
agement . Through applied effort , ingenuity , and innovation , 25 more data fabric configurations , wherein the one or more 
the inventors have solved many of these identified limita data fabric configurations comprise predefined options for 
tions by developing a solution that is embodied by the ingesting , enriching , and consuming a data set from the data 
present invention and described in detail below . 

In some embodiments , receiving the data set from the 
SUMMARY 30 user - defined data source further includes issuing , by the 

communication circuitry of the computing device , a pull 
Large amounts of both human resources and capital request requesting the data set to the user defined data 

resources are spent attempting to manage and use the vast source , and receiving , by the communication circuitry and 
amounts of data stored in big data platforms . In some cases , by a transmission method , the data set from the user defined 
making a small change in just one part of a big data platform 35 data source , wherein the transmission method comprises one 
or even extracting a particular new arrangement of data from of change data capture , sqoop , electronic communication 
the platform requires someone with significant database gateway , or message queues . 
management knowledge ( e.g. , a database administrator ) to In some embodiments , ingesting the received data set 
devote a large amount of time to enabling the requested from the data landing zone into the data lake includes 
functionality . As a result , the user requesting the new func- 40 monitoring , by the data handling circuitry of the computing 
tionality is unable to unilaterally implement the needed device , the data landing zone for a data set to be ingested , 
changes , and instead is left at the mercy of a database wherein the data set to be ingested is defined by the data 
manager who may not fully understand the requested func fabric configurations , determining , by the data handling 
tionality and who may not prioritize the matter . circuitry of the computing device , that the received data set 

Example embodiments described herein solve these prob- 45 is in the data landing zone , performing , by the data handling 
lems , among others , and provide a Data Management as a circuitry of the computing device , one or more pre - ingestion 
Service platform facilitating automation of database man checks on the data set , wherein the one or more pre 
agement functionality via a trading partner management ingestion checks comprise one or more of a file count check , 
interface . Example embodiments empower users who con a duplicate file check , an entity count check , a character set 
sume data to take control of the database management 50 conversion , a file transfer completeness check , a schema 
process . In doing so , example embodiments provide data evolution , and a timely arrival check , storing , by the data 
management components that increase efficiency and handling circuitry of the computing device , the data set into 
decrease redundancy of resource utilization . In other words , the data lake , and performing , by the data handling circuitry 
embodiments of the data management as a service platform of the computing device , one or more post - ingestion checks 
described herein allow for a user to configure and use a data 55 on the data set , wherein the one or more post ingestion 
ingestion and consumption system without having to largely checks comprise one or more of a schema validation , and a 
rely on someone to manage the data platform , since the user record count check . 
can use an interface and predefined data fabric configura In some embodiments , enriching the ingested data set 
tions to independently manage the data platform and con includes one or more of : generating , by the data handling 
sume the data . 60 circuitry of the computing device , a snapshot of the data set , 

Accordingly , example methods , apparatuses , and com wherein the snapshot identifies the most recently ingested 
puter program products described herein are designed to data set , generating , by the data handling circuitry of the 
easily and intuitively receive , ingest , enrich and consume computing device , an optimized row columnar ( ORC ) snap 
data . shot of the determined snapshot , wherein the ORC snapshot 

In a first example embodiment , a computer - implemented 65 comprises a compressed format of the determined snapshot , 
method for ingesting and consuming data utilizing a trading performing , by the data handling circuitry of the computing 
partner manager ( TPM ) interface is provided . The method device , one or more data quality checks , wherein the one or 
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more data quality checks comprise one or more of a default In some embodiments of the apparatus , the data handling 
value check , a null check , a blank check , an alpha check , a circuitry is further configured to monitor the data landing 
length check , a valid value check , and a data type check , zone for a data set to be ingested , wherein the data set to be 
performing , by the data handling circuitry of the computing ingested is defined by the data fabric configurations , deter 
device , identity matching solutions , performing , by the data 5 mine that the received data set is in the data landing zone , 
handling circuitry of the computing device , individual mas perform one or more pre - ingestion checks on the data set , 
ter data management , performing , by the data handling wherein the one or more pre - ingestion checks comprise one 
circuitry of the computing device , address standardization , or more of a file count check , a duplicate file check , an entity 
or generating , by the data handling circuitry of the comput count check , a character set conversion , a file transfer 
ing device , a set of data quality timeliness measurements . 10 completeness check , a schema evolution , and a timely 

In some embodiments , consuming the ingested data set arrival check , store the data set into the data lake , and 
includes selecting , by the data handling circuitry of the perform one or more post - ingestion checks on the data set , 
computing device , a view of the ingested data set , wherein wherein the one or more post ingestion checks comprise one 
the selected view of the ingested data set comprises either a or more of a schema validation , and a record count check . 
hive view or a snapshot table of the ingested data set , 15 In some embodiments of the apparatus , the data handling 
receiving , by the TPM circuitry of the computing device , a circuitry is further configured to generate a snapshot of the 
user query , and querying , by the data handling circuitry of data set , wherein the snapshot identifies the most recently 
the computing device , the selected view of the ingested data ingested data set , generate an optimized row columnar 
set according to the received user query . ( ORC ) snapshot of the determined snapshot , wherein the 

In embodiments , the computer - implemented 20 ORC snapshot comprises a compressed format of the deter 
method for ingesting and consuming data utilizing a trading mined snapshot , perform one or more data quality checks , 
partner manager ( TPM ) interface further includes perform wherein the one or more data quality checks comprise one 
ing , by the data handling circuitry of the computing device , or more of a default value check , a null check , a blank check , 
one or more additional data operations on the ingested data an alpha check , a length check , a valid value check , and a 
set and data handling processes , wherein the one or more 25 data type check , perform identity matching solutions , per 
additional data operations comprise one or more of heartbeat form individual master data management , perform address 
monitoring of the data handling processes , restarting of standardization , or generate a set of data quality timeliness 
failed data handling processes , generating one or more measurements . 
reports regarding the data handling processes , handling In some embodiments of the apparatus , the data handling 
errors occurring in one or more of the data handling pro- 30 circuitry is further configured to select a view of the ingested 
cesses , and maintaining security of the data handling pro data set , wherein the selected view of the ingested data set 
cesses and ingested data set . comprises either a hive view or a snapshot table of the 

In another example embodiment , an apparatus for ingest ingested data set . In some examples , the TPM circuitry is 
ing and consuming data utilizing a trading partner manager further configured to receive a user query , and the data 
( TPM ) interface is provided . The apparatus includes TPM 35 handling circuitry is further configured to query the selected 
circuitry configured to receive user input from the TPM view of the ingested data set according to the received user 
interface comprising a set of data fabric configurations . The query . 
apparatus also includes communication circuitry configured In some embodiments of the apparatus , the data handling 
to receive , into a data landing zone and based on the set of circuitry is further configured to perform one or more 
data fabric configurations , a data set from a data source . The 40 additional data operations on the ingested data set and data 
apparatus also further includes data handling circuitry con handling processes , wherein the one or more additional data 
figured to ingest , based on the data fabric configurations , the operations comprise one or more of heartbeat monitoring of 
received data set from the data landing zone into a data lake , the data handling processes , restarting of failed data han 
enrich , based on the data fabric configurations , the ingested dling processes , generating one or more reports regarding 
data set , wherein the TPM circuitry and data handling 45 the data handling processes , handling errors occurring in one 
circuitry are further configured to consume the ingested data or more of the data handling processes , and maintaining 
set . security of the data handling processes and ingested data set . 

In some embodiments of the apparatus , the TPM circuitry In yet another example embodiment a non - transitory 
is configured to cause display of the TPM interface , wherein computer - readable storage medium for ingesting and con 
the TPM interface comprises a user interface including user 50 suming data utilizing a trading partner manager ( TPM ) 
input fields and user selectable options , receive , via at least interface is provided . The non - transitory computer - readable 
one of the user input fields or the user selectable options , an storage medium storing program code instructions that , 
identification of at least one inbound data source , wherein when executed , cause a computing device to receive user 
the at least one inbound data source is a user defined location input from the TPM interface comprising a set of data fabric 
for the data set from the data source , and receive , by the user 55 configurations , receive , into a data landing zone and based 
selectable options , at least one user selection of one or more on the set of data fabric configurations , a data set from a data 
data fabric configurations , wherein the one or more data source , ingest , based on the data fabric configurations , the 
fabric configurations comprise predefined options for ingest received data set from the data landing zone into a data lake . 
ing , enriching , and consuming a data set from the data The non - transitory computer - readable storage medium may 

60 further store program code instructions that , when executed 
In some embodiments of the apparatus , the communica enrich , based on the data fabric configurations , the ingested 

tion circuitry is further configured to issue a pull request data set and consume the ingested data set . 
requesting the data set to the user defined data source and In some embodiments , the program code instructions , 
receive , by a transmission method , the data set from the user when executed , further cause the computing device to cause 
defined data source , wherein the transmission method com- 65 display of the TPM interface , wherein the TPM interface 
prises one of change data capture , sqoop , electronic com comprises a user interface including user input fields and 
munication gateway , or message queues . user selectable options , receive , via at least one of the user 

source . 
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input fields , or the user selectable options , an identification strued to narrow the scope or spirit of the invention in any 
of at least one inbound data source , wherein the at least one way . It will be appreciated that the scope of the invention 
inbound data source is a user defined location for receiving encompasses many potential embodiments in addition to 
data sets from the data source , and receive , by the user those here summarized , some of which will be further 
selectable options , at least one user selection of one or more 5 described below . 
data fabric configurations , wherein the one or more data 
fabric configurations comprise predefined options for ingest BRIEF DESCRIPTION OF THE DRAWINGS 
ing , enriching , and consuming a data set from the data 

Having thus described certain example embodiments of 
In some embodiments , the program code instructions , 10 the present disclosure in general terms , reference will now 

when executed , further cause the computing device to issue be made to the accompanying drawings , which are not 
a pull request requesting the data set to the user defined data necessarily drawn to scale , and wherein : 
source and receive , by a transmission method , the data set FIG . 1 shows an example system diagram , in accordance 
from the user defined data source , wherein the transmission with some example embodiment of the present invention ; 
method comprises one of change data capture , sqoop , elec- 15 FIG . 2 illustrates a schematic block diagram of circuitry 
tronic communication gateway , or message queues . used in association with a data fabric computing device , in 

In some embodiments , the program code instructions , accordance with some example embodiments ; 
when executed , further cause the computing device to moni FIG . 3 illustrates an example user interface , in accordance 
tor the data landing zone for a data set to be ingested , with some example embodiments ; 
wherein the data set to be ingested is defined by the data 20 FIG . 4 illustrates a flowchart describing example opera 
fabric configurations , determine that the received data set is tions for ingesting and consuming data , in accordance with 
in the data landing zone , perform one or more pre - ingestion some example embodiments ; 
checks on the data set , wherein the one or more pre FIG . 5 illustrates a flowchart describing additional 
ingestion checks comprise one or more of a file count check , example operations for ingesting and consuming data , in 
a duplicate file check , an entity count check , a character set 25 accordance with some example embodiments ; 
conversion , a file transfer completeness check , a schema FIG . 6 illustrates a flowchart describing additional 
evolution , and a timely arrival check , store the data set into example operations for ingesting and consuming data , in 
the data lake , perform one or more post - ingestion checks on accordance with some example embodiments ; 
the data set , wherein the one or more post ingestion checks FIG . 7 illustrates a flowchart describing additional 
comprise one or more of a schema validation , and a record 30 example operations for ingesting and consuming data , in 
count check , generate a snapshot of the data set , wherein the accordance with some example embodiments ; 
snapshot identifies the most recently ingested data set , FIG . 8 illustrates a flowchart describing additional 
generate an optimized row columnar ( ORC ) snapshot of the example operations for ingesting and consuming data , in 
determined snapshot , wherein the ORC snapshot comprises accordance with some example embodiments ; and 
a compressed format of the determined snapshot , perform 35 FIG . 9 illustrates a flowchart describing additional 
one or more data quality checks , wherein the one or more example operations for ingesting and consuming data , in 
data quality checks comprise one or more of a default value accordance with some example embodiments . 
check , a null check , a blank check , an alpha check , a length 
check , a valid value check , and a data type check , perform DETAILED DESCRIPTION 
identity matching solutions , perform individual master data 40 
management , perform address standardization , or generate a Various embodiments of the present invention will now be 
set of data quality timeliness measurements . described more fully hereinafter with reference to the 

In some embodiments , the program code instructions , accompanying drawings , in which some , but not all embodi 
when executed , further cause the computing device to select ments of the invention are shown . Indeed , the invention may 
a view of the ingested data set , wherein the selected view of 45 be embodied in many different forms and should not be 
the ingested data set comprises either a hive view or a construed as limited to the embodiments set forth herein ; 
snapshot table of the ingested data set , wherein the TPM rather , these embodiments are provided so that this disclo 
circuitry is further configured to receive a user query , and sure will satisfy applicable legal requirements . Like num 
wherein the data handling circuitry is further configured to bers refer to like elements throughout . 
query the selected view of the ingested data set according to 50 As used herein , the terms " data , ” , " data set , " " content , ” 
the received user query . “ information , ” and similar terms may be used interchange 

In some embodiments , the program code instructions , ably to refer to data capable of being transmitted , received , 
when executed , further cause the computing device to per and / or stored in accordance with embodiments of the present 
form one or more additional data operations on the ingested invention . Thus , use of any such terms should not be taken 
data set and data handling processes , wherein the one or 55 to limit the spirit and scope of embodiments of the present 
more additional data operations comprise one or more of invention . Further , where a computing device is described 
heartbeat monitoring of the data handling processes , restart herein to receive data from another computing device , it will 
ing of failed data handling processes , generating one or more be appreciated that the data may be received directly from 
reports regarding the data handling processes , handling the another computing device or may be received indirectly 
errors occurring in one or more of the data handling pro- 60 via one or more intermediary computing devices , such as , 
cesses , and maintaining security of the data handling pro for example , one or more servers , relays , routers , network 
cesses and ingested data set . access points , base stations , hosts , and / or the like , some 

The above summary is provided merely for purposes of times referred to herein as a " network . ” Similarly , where a 
summarizing some example embodiments to provide a basic computing device is described herein to send data to another 
understanding of some aspects of the invention . Accord- 65 computing device , it will be appreciated that the data may be 
ingly , it will be appreciated that the above - described sent directly to the another computing device or may be sent 
embodiments are merely examples and should not be con indirectly via one or more intermediary computing devices , 
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such as , for example , one or more servers , relays , routers , configurations and a data lake configured to store large 
network access points , base stations , hosts , and / or the like . amounts of data for use in the embodiments described 

herein . 
System Architecture and Example Apparatus 

Example Apparatus for Implementing Embodiments 
Systems for ingesting and consuming data may be embod of the Present Invention 

ied by any of a variety of devices . For example , an apparatus 
employed in an example embodiment may be embodied by The server 104 may be embodied by one or more com 
a networked device , such as a server or other network entity puting devices , such as apparatus 200 shown in FIG . 2. As 
configured to communicate with one or more devices , such 10 illustrated in FIG . 2 , the apparatus 200 may include a 
as one or more client devices . Additionally or alternatively , processor 202 , memory 204 , input / output circuitry 206 , 
the apparatus may be embodied by a fixed computing communications circuitry 208 , data handling circuitry 210 , 
device , such as a personal computer or a computer work and trading partner manager ( TPM ) circuitry 212. The 
station or by any of a variety of mobile terminals , such as a apparatus 200 may be configured to execute the operations 

15 described above in connection with FIG . 1 and below in portable digital assistant ( PDA ) , mobile telephone , smart connection with FIGS . 4-9 . Although these components phone , laptop computer , tablet computer , or any combina 202-212 are described in part using functional terminology , tion of the aforementioned devices . it should be understood that implementation of the corre In this regard , FIG . 1 discloses an example computing sponding functions necessarily requires the use of particular 
system within which embodiments described herein may 20 hardware . It should also be understood that certain of these 
operate . Data source partners including healthcare informa components 202-212 may include similar or common hard 
tion systems , such as insurance companies or health care ware . For example , two sets of circuitry may both leverage 
providers , may configure , through an easy to use user use of the same processor , network interface , storage 
interface on a user device 110 , Data Fabric ( DF ) computing medium , or the like to perform their associated functions , 
system 102 to acquire data from data sources , such as data 25 such that duplicate hardware is not required for each set of 
sources 112A through 112N via a network 108 ( e.g. , the circuitry . The use of the term “ circuitry ” as used herein with 
Internet , or the like ) . respect to components of the apparatus therefore includes 

The data sources 112A through 112N , may be embodied particular hardware configured to perform the functions 
by any computing devices known in the art , but generally associated with the particular circuitry described herein . 
will be embodied by a database system of some kind hosted Of course , while the term “ circuitry ” should be under 
by a fixed computing device or a distributed system , as stood broadly to include hardware , in some embodiments it 
would be understood by one having ordinary skill . The data may also include software that configures operation of the 
sources 112A through 112N may be configured to transmit hardware . In some embodiments , “ circuitry ” may include 
data sets using one or more transmission modes and / or processing circuitry , storage media , network interfaces , 
protocols . In some embodiments , the data sources 112A 35 input / output devices , and the like . In some embodiments , 

other elements of the apparatus 200 may provide or supple 112N may include hardware or firmware specifically ment the functionality of particular circuitry . For example , designed to interface with the DF computing system 102 the processor 202 may provide processing functionality , the 
( e.g. , where an example device 110 is a purpose - built device memory 204 may provide storage functionality , the com 
offered for communicating with the DF computing system 40 munications circuitry 208 may provide network interface 
102 ) , although such a purpose - built design is not necessary functionality , and the like . 
where the data sources 112A - 112N can utilize standardized The processor 202 ( and / or co - processor or any other 
transmission modes and / or protocols to communicate with processing circuitry assisting or otherwise associated with 
the DF computing system 102. In some embodiments , data the processor ) may be in communication with the memory 
source partners and / or other third parties may interact with 45 204 via a bus for passing information among components of 
the DF computing system 102 via a web browser displayed the apparatus . The memory 204 may be non - transitory and 
by a corresponding terminal of a data source 112 . may include , for example , one or more volatile and / or 

The DF computing system 102 may comprise a server 104 non - volatile memories . In other words , the memory may be 
in communication with a data fabric database 106. The an electronic storage device ( e.g. , a computer readable 
server 104 may be embodied as a computer or computers as 50 storage medium ) . The memory 204 may be configured to 
known in the art . The server 104 may receive the electronic store information , data , content , applications , instructions , 
data from various sources , including but not necessarily or the like , for enabling the apparatus to carry out various 
limited to the user device 110 and data sources 112A - 112N , functions in accordance with example embodiments of the 
and may be operable to receive and process data sets and present invention . 
other information provided by these devices . The processor 202 may be embodied in a number of 

The data fabric database 106 may be embodied as a data different ways and may , for example , include one or more 
storage device such as a Network Attached Storage ( NAS ) processing devices configured to perform independently . 
device or devices , or as a separate database server or servers . Additionally or alternatively , the processor may include one 
The data fabric database 106 includes information accessed or more processors configured in tandem via a bus to enable 
and stored by the server 104 to facilitate the operations of the 60 independent execution of instructions , pipelining , and / or 
DF computing system 102. For example , the data fabric multithreading . The use of the term “ processing circuitry " 
database 106 may include , without limitation : user account may be understood to include a single core processor , a 
credentials for system administrators , clients , and other third multi - core processor , multiple processors internal to the 
parties ; and sets of structured data ( e.g. , relational databases ) apparatus , and / or remote or “ cloud ” processors . 
correlating to data fabric configurable options . As may be 65 In an example embodiment , the processor 202 may be 
most relevant to the embodiments described herein , how configured to execute instructions stored in the memory 204 
ever , data fabric database 106 may host sets of data fabric or otherwise accessible to the processor . Alternatively or 

55 
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additionally , the processor may be configured to execute means including entirely of hardware or combinations of 
hard - coded functionality . As such , whether configured by software and hardware . Furthermore , embodiments may 
hardware or software methods , or by a combination of take the form of a computer program product stored on at 
hardware with software , the processor may represent an least one non - transitory computer - readable storage medium 
entity ( e.g. , physically embodied in circuitry ) capable of 5 having computer - readable program instructions ( e.g. , com 
performing operations according to an embodiment of the puter software ) embodied in the storage medium . Any present invention while configured accordingly . Alterna suitable computer - readable storage medium may be utilized tively , as another example , when the processor is embodied including non - transitory hard disks , CD - ROMs , flash as an executor of software instructions , the instructions may memory , optical storage devices , or magnetic storage specifically configure the processor to perform the algo- 10 devices . rithms and / or operations described herein when the instruc 
tions are executed . Example Operations Performed by the DF In some embodiments , the apparatus 200 may include 
input / output circuitry 206 that may , in turn , be in commu Computing Device 
nication with processor 202 to provide output to a user and , 15 
in some embodiments , to receive an indication of user input . Having described the circuitry comprising embodiments 
The input / output circuitry 206 may comprise a user interface of the present invention , it should be understood that the DF 
and may include a display and may comprise a web user computing system 102 may advantageously identify signifi 
interface , a mobile application , a client device , a kiosk , or cant incidental findings in a number of ways . In accordance 
the like . In some embodiments , the input / output circuitry 20 with example embodiments , FIG . 3 illustrates an example 
206 may also include keyboard , a mouse , a joystick , a user interface showing user input fields and selection menus , 
touch screen , touch areas , soft keys , a microphone , a while FIGS . 4-9 illustrate flowcharts containing specific 
speaker , or other input / output mechanisms . The processor operations performed to ingest and consume data utilizing a 
and / or user interface circuitry comprising the processor may trading partner manager , comprising a user interface such as 
be configured to control one or more functions of one or 25 that shown in relation to FIG . 3 . 
more user interface elements through computer program For example , FIG . 3 illustrates part of a Trading Partner 
instructions ( e.g. , software and / or firmware ) stored on a Management interface , which may be displayed on a user 
memory accessible to the processor ( e.g. , memory 204 , device such as device 110. Input fields 301-316 comprise 
and / or the like ) . example input fields including text input fields ( e.g. , field 

The communications circuitry 208 may be any means 30 301 ) and dropdown or selectable input fields ( e.g. , field 
such as a device or circuitry embodied in either hardware or 309 ) . The drop down input fields may include predefined 
a combination of hardware and software that is configured to options for a user to select that define certain elements of a 
receive and / or transmit data from / to a network and / or any data fabric configuration be used for ingesting and con 
other device , circuitry , or module in communication with the suming data . In some examples , input / output circuitry 206 
apparatus 200. In this regard , the communications circuitry 35 and TMP circuitry 212 are configured to enforce user input 
208 may include , for example , a network interface for constraints as shown in 301 ( “ Only accepts numbers and 
enabling communications with a wired or wireless commu capital letters ” ) , 303 ( “ Invalid Email Format ” ) and 309 
nication network . For example , the communications cir ( “ Source System Database Type is required ” ) . 
cuitry 208 may include one or more network interface cards , Turning now to FIG . 4 , a flowchart is provided that 
antennae , buses , switches , routers , modems , and supporting 40 illustrates a detailed sequence of example operations for 
hardware and / or software , or any other device suitable for ingesting and consuming data utilizing a TPM interface , in 
enabling communications via a network . Additionally or accordance with some example embodiments . In general the 
alternatively , the communication interface may include the operations of the ingesting and consuming data comprise : 
circuitry for interacting with the antenna ( s ) to cause trans trading partner management ( i.e. , the process of maintaining 
mission of signals via the antenna ( s ) or to handle receipt of 45 and managing client information including preferences and 
signals received via the antenna ( s ) . data fabric configurations ) ; data acquisition ( i.e. , the process 

The data handling circuitry 210 and TPM circuitry 212 of transmitting data from a source to the a landing zone of 
may be any means such as a device or circuitry embodied in the data fabric computing system ) ; data ingestion ( i.e. , the 
either hardware or a combination of hardware and software process of moving data from landing zone into a data lake ) ; 
that is configured to perform the corresponding functions of 50 data enrichment ( i.e. , the process of enriching the data 
these components that are described herein . through integration with other systems and applying busi 
As will be appreciated , any such computer program ness rules as specified by the client ) ; and data consumption 

instructions and / or other type of code may be loaded onto a ( i.e. , the process where users may query the system ) . 
computer , processor or other programmable apparatus's Example operation are further described herein in opera 
circuitry to produce a machine , such that the computer , 55 tions 402-410 . In general the operations of the ingesting and 
processor other programmable circuitry that execute the consuming data may also comprise performing operations 
code on the machine create the means for implementing including the process of managing metadata , reporting , error 
various functions , including those described herein . handling , infrastructure , and security , as described in opera 

In some embodiments , one or more external systems tion 412. While operation 412 is illustrated as occurring after 
( such as a remote cloud computing and / or data storage 60 operation 410 , it will be understood that operation 412 could 
system ) may also be leveraged to provide at least some of occur at any point during the ingestion and consumption 
the functionality discussed herein . process represented by FIG . 4 . 
As described above and as will be appreciated based on As noted previously , the various operations described 

this disclosure , example devices employed by various below may be performed by DF computing system 102 , with 
example embodiments described herein may be configured 65 the assistance of , and / or under the control of a computing 
as methods , mobile devices , backend network devices , and device such as server 104 , which may be embodied by 
the like . Accordingly , embodiments may comprise various apparatus 200 . 
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In operation 402 , apparatus 200 includes means , such as configurations , a data set from a user defined data source . In 
TPM circuitry 212 , input / output circuitry 206 , or the like , for this regard , the receipt of a data set is based on the set of data 
receiving user input comprising a set of data fabric configu fabric configurations because the set of data fabric configu 
rations from a TPM interface . This process may utilize input rations define , among other things , the expected format of 
fields and selectable options such as those shown in FIG . 3. 5 the data sets to be received from the data source . In general , 
The TPM interface may comprise a user interface or dash the process of data acquisition ( i.e. receiving data into the 
board ( as shown in FIG . 3 ) configured to register a data landing zone ) , may include a Change Data Capture ( CDC ) 
source ( such as data sources 112A - 112N ) with the DF module , in the data source , which performs a process used 
computing system 102 , thus enabling data to be automati to determine whether the data sets received from the data 
cally ingested from the data source into a data lake , such as 10 source into the landing zone of the DF computing system 
data fabric database 106. Operation 402 may also include , 102 follow the format expected from the set of data fabric 
utilizing the TPM circuitry , creation of the TPM interface configurations . In some examples , the CDC module imple 
itself , thus providing a framework to effectively manage the ments a process which removes Remote procedural call 
various trading partners ( i.e. , users ) . ( RPC ) process overhead by collecting data updates imme 

In some examples , when a user first engages with DF 15 diately , such as whenever an update / commit is made on any 
computing system 102 , the TPM circuitry will perform an tables / data records in a given database ( e.g. a data source ) . 
initial setup . The first step in the initial setup may include the In some examples , the update details are captured in a 
user creating and submitting a user profile utilizing TPM transaction commit log . When a threshold ( such as an n 
circuitry 212 , wherein the profile may be stored in memory number of records / transaction in a given table or could a 
204 or data fabric database 106. The profile may be easily 20 time interval ) is reached , a data file is created with the update 
created using input fields and drop down input fields such as information ( including the data file , a metadata file and one 
those shown in FIG . 3 , thus allowing a user to select and or more control files ) . The data file and update information 
utilize the functions of DF computing system 102 without are then pushed to the DF computing system 102 . 
the need have detailed knowledge of the lower - level data In some examples , incremental data is pushed into the 
base management processes traditionally required to design 25 respective landing zone on a set frequency configured by the 
a database system . Accordingly , as part of the initial setup of user . In some examples , the data source may comprise 
example embodiments , DF computing system 102 gathers relational databases such as a DB2 , an Oracle server , or a 
all the information required to automatically transmit and SQL Server . Thus , whenever an update / commit is made on 
manage data successfully . any tables / records in a given data source database , all these 

In some examples , this information includes client ( e.g. , 30 details are captured in a transaction commit log . When the 
a user ) information such as a description of the Partner / threshold ( e.g. , the number of records / transaction in a given 
Trading Partner ( e.g. , a data source ) , client contact infor table or a time interval ) is reached , a data file is created with 
mation ( e.g. , user email ) , and a partner landing directory all the update information . Along with the data ile , a 
where the ingested files will be sent ( e.g. , a directory in data metadata file , and a set of control files are created and then 
fabric database 106 ) . 35 the data set is transmitted to the landing zone of the DF 

In some examples , this information also includes infor computing system 102 for processing ( ingestion ) . 
mation regarding the nature of the data sets that may be The CDC process allows the DF computing system 102 to 
received by DF computing system 102 from a data source , capture data in near real time in order to support various 
including file types ( e.g. Health Level Seven ( HL7 ) , a features of the DF computing system 102 , such as : Data 
communication protocol for healthcare application integra- 40 Quality processes , Master Data Management ( MDM ) and 
tion , X12 , a file format for cross - industry standards for other Big Data Capabilities such as Data Migration , Data 
electronic documents , Electronic Data Interchange ( EDI ) , an Synchronization , Business Analytics , etc. Other steps falling 
exchange of standard documents between two computers , or within the umbrella of operation 404 are described in greater 
structured and unstructured data formats ( files , message detail in connection with FIG . 6 . 
queues / XML files ) and file names . In operation 406 , apparatus 200 includes means , such as 

In some examples , this information also includes data data handling circuitry 210 , or the like , for ingesting , based 
transmission information including transmission type ( e.g. on the data fabric configurations , the received data set from 
Electronic Communication Gateway ( ECG ) / Secure File the data landing zone into a data lake . This operation is 
Transfer Protocol ( SFTP ) , Change Data Capture ( CDC ) , described in greater detail below in connection with FIG . 7 . 
Sqoop ) , transmission frequency ( i.e. monthly , weekly , daily , 50 In operation 408 , apparatus 200 includes means , such as 
hourly , etc. ) , and transmission volume ( i.e. , the size of a data handling circuitry 210 , or the like , for enriching , based 
transmission ) . on the data fabric configurations , the ingested data set . In 

The user profile may include selectable options compris general , enriching the ingested data includes processes of 
ing fields such as shared attributes , incremental load attri transforming , standardizing , quality checking , and integrat 
butes and initial full load attributes , or the like . Each of these 55 ing data contained in the data set in a way that provides a 
sets of attributes may be configured to process file informa richer output for users to consume . This operation is 
tion for ingesting and consuming the data in the DF com described in greater detail in connection with FIG . 8 . 
puting system 102 . In operation 410 , apparatus 200 includes means , such as 

In some examples , the apparatus 200 may be configured TPM circuitry 212 , data handling circuitry 212 , or the like , 
to analyze the user inputs and inputted configurations by 60 for consuming the ingested data set . In general , data con 
processes such as HBase and Splunk to verify that the user sumption allows a user to query ingested and / or enriched 
information and data configurations are inputted and loaded data sets including Hive views ( Raw ( ingested ) Data ) and 
successfully . Additional functionality regarding operation Snapshot tables ( most recent version of the data ) . This 
402 is further described in connection with FIG . 5 below . operation is described in connection with FIG . 9 . 

In operation 404 , apparatus 200 includes means , such as 65 Finally , as shown in operation 412 , the apparatus 200 may 
communication circuitry 208 , or the like , for receiving , into optionally include means , such as processor 202 , TPM 
a data landing zone and based on the set of data fabric circuitry , 212 , data handling circuitry 210 , or the like , for 
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performing one or more additional optional data operations source , wherein the transmission method comprises one of 
on the ingested data set and data handling processes . In change data capture , Sqoop , electronic communication gate 
various embodiments , these additional optional operations way , or message queues as defined by the data fabric 
may including heartbeat monitoring of the data handling configurations . In addition to the CDC functionality 
processes , restarting of failed data handling processes , gen- 5 described above , the transmission methods may include a 
erating one or more reports regarding the data handling Sqoop transmission . In Sqoop , data is transferred in bulk 
processes , handling errors occurring in one or more of the from structured data stores in a data source , such as data 
data handling processes , and maintaining security of the data source 110A , to the landing zone . In some examples , Sqoop 
handling processes and ingested data set . In some examples , may directly pull the data from the data sources . In general , 
the additional operations may include data quality processes 10 Sqoop may be utilized for historical data loading whereas 
such as automated data reconciliation . The automated data CDC is utilized for incremental data loading . 
reconciliation may reconcile data ( such as a data source to For example : Sqoop can be used to import the data from 
consumption ready state ) through an automated process . a Relational Database Management System ( RDBMS ) such 
This process may including tracking , monitoring , alerting as Oracle , Mainframe , or MySQL into a Hadoop Distributed 
and ensuring data availability , completeness , and timeliness 15 File System ( HDFS ) in the DF computing system 102 . 
of the data flow through the DF computing system 102 to The transmission method may also include Electronic 
ensure there is no data loss . Communication Gateway ( ECG ) which utilizes a Secure 

Turning now to FIG . 5 , a flowchart is provided that File Transfer Protocol to transmit data from an external 
illustrates additional example operations for ingesting and system to the landing zone in the DF computing system 102 . 
consuming data utilizing a TPM interface , in accordance 20 In some examples , the transmission method may also 
with some example embodiments . Specifically , FIG . 5 illus include Message Queues which can efficiently support 
trates operations for receiving the data fabric configurations higher volume of synchronized messages pushed in real 
in greater detail than that described in connection with time instead of periodically polled . Some example imple 
operation 402 of FIG . 4. As noted previously , the operations mentations of Message Queues which may be used in DF 
receiving the data fabric configurations may be performed 25 computing system 102 include Rabbit MQ and Web sphere 
by DF computing system 102 , with the assistance of , and / or MQ . 
under the control of a computing device such as server 104 , Turning now to FIG . 7 , a flowchart is provided that 
which may be embodied by apparatus 200. As described illustrates additional example operations for ingesting a 
below , apparatus 200 may be configured to receive the data received data set from a data landing zone into the data lake . 
fabric configurations . 30 The operations described in connection with FIG . 7 describe 

In operation 502 , apparatus 200 includes means , such as this functionality in greater detail than provided in operation 
TPM circuitry 212 , input / output circuitry 206 , or the like , for 406 of FIG . 4. As noted previously , the operations for 
causing display of a TPM interface comprising user input ingesting the received data set from the data landing zone 
fields and user selectable options , such as that shown in FIG . into the data lake may be performed by DF computing 
3 . 35 system 102 , with the assistance of , and / or under the control 

In operation 504 , apparatus 200 includes means , such as of a computing device such as server 104 , which may be 
TPM circuitry 212 , input / output circuitry 206 , or the like , for embodied by apparatus 200. As described below , apparatus 
receiving , via at least one of the user input fields such as 200 may be configured to ingest the received data set from 
input field 308 , an identification of at least one inbound data the data landing zone into the data lake . 
source , wherein the at least one inbound data source is a user 40 In operation 702 , apparatus 200 includes means , such as 
defined location from which data sets will be received . data handling circuitry 210 , or the like , for monitoring the 

In operation 506 apparatus 200 includes means , such as data landing zone for a data set to be ingested , wherein the 
TPM circuitry 212 , input / output circuitry 206 , or the like , for data set to be ingested is defined by the data fabric configu 
receiving , according to the user selectable options , at least rations . 
one user selection of one or more data fabric configurations , 45 In operation 704 , apparatus 200 includes means , such as 
wherein the one or more data fabric configurations comprise data handling circuitry 210 , or the like , for determining that 
predefined options for ingesting , enriching , and consuming the received data set is in the data landing zone . It will be 
a data set received from the inbound data source . understood that although apparatus 200 may monitor the 

Turning now to FIG . 6 , a flowchart is provided that data landing zone and take action in response to detection of 
illustrates additional example operations for receiving a data 50 new data sets that have been added to the landing zone , the 
set from a data source . These operations illustrate this operations for ingesting such data sets may alternatively be 
functionality in greater detail than that described in connec performed in a batch process that occurs periodically , in 
tion with operation 404 of FIG . 4. As noted previously , the predefined intervals , or upon initiation by a user . 
operations for receiving the data set from the user - defined In operation 706 , apparatus 200 includes means , such as 
data source may be performed by DF computing system 102 , 55 data handling circuitry 210 , or the like , for performing one 
with the assistance of , and / or under the control of a com or more pre - ingestion checks on the data set , wherein the 
puting device such as server 104 , which may be embodied one or more pre - ingestion checks comprise one or more of 
by apparatus 200. As described below , apparatus 200 may be a file count check , a duplicate file check , an entity count 
configured to receive the data set from the user - defined data check , a character set conversion , a file transfer complete 

60 ness check , a schema evolution , and a timely arrival check . 
In operation 602 , apparatus 200 includes means , such as In some examples , the schema evolution may include 

communication circuitry 208 , or the like , for issuing a pull automatic schema management , enabled by data handling 
request requesting the data set to the user defined data circuitry 210 , to detect and track schema changes to a data 

entity in a data source , which avoids manual intervention 
In operation 604 , apparatus 200 includes means , such as 65 through configuration . For example , an inbuilt schema evo 

communication circuitry 208 , or the like , for receiving , by a lution module keeps track of incoming schema in an entity 
transmission method , the data set from the user defined data partner pro - file table . Thus each time a schema file is 

source . 

source . 
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received , a checksum is calculated on the file and checked after . In some examples , the ORC Snapshot data is accessed 
against an existing checksum if any . If the checksum is not by a user writing an SQL query against a Hive view . For 
matching , the module automatically assumes that a schema example , the ORC Snapshot may have two Hive views ; one 
is changed for a given data table and a new version details that only returns results for the most recent version of each 
are updated and cascaded . This process also combines all the 5 record , and one that returns results for all records currently 
different version of schema and creates one unified view all stored in the ORC Snapshot ( the original full set plus 
the time which eases consumption . incremental updates ) . 

In operation 708 , apparatus 200 includes means , In operation 806 , apparatus 200 includes means , such as 
data handling circuitry 210 , or the like , for storing the data data handling circuitry 210 , or the like , for performing one 
set into the data lake . 10 or more data quality checks , wherein the one or more data 

In operation 710 , apparatus 200 includes means , such as quality checks comprise one or more of a default value 
data handling circuitry 210 , or the like , for performing one check , a null check , a blank check , an alpha check , a length 
or more post - ingestion checks on the data set , wherein the check , a valid value check , and a data type check . In some 
one or more post ingestion checks comprise one or more of examples , the data quality checks are performed against data 
a schema validation , and a record count check . In some 15 records of the ingested data . In some examples , data records 
examples , any of the data enrichments may be considered as that do not pass the check will not be deleted ; instead a table 
post - ingestion check validations . For example , snapshot for rejected data records is created . In some examples , a 
time validations ( i.e. when snapshot is created ) and IMS table is generated that includes the records that pass the data 
( identity matching solutions ) key validations may be used as quality checks and the records that do not pass the data 
post - ingestion / validation checks . 20 quality checks . 

Turning now to FIG . 8 , a flowchart is provided illustrating In some examples , a data quality check shows a user the 
a set of optional example operations for enriching the quality of the data sets by generating a data quality report . 
ingested data set . These operations are recited as optional , In some examples , depending on the results of the data 
because enrichment of the ingested data is not technically a quality report , a user may decide whether any data cleansing 
necessary element for managing data . In any event , the 25 is required for the data . If a user chooses to take action to 
operations described in connection with FIG . 8 illustrate clean the data , the user may selectively add or omit rows of 
such enrichment functionality in greater detail than set forth their data based on configured pass / fail criteria . 
previously in connection with operation 408 of FIG . 4. As In operation 808 , apparatus 200 includes means , such as 
noted previously , the operations for enriching the ingested data handling circuitry 210 , or the like , for performing 
data may be performed by DF computing system 102 , with 30 identity matching solutions ( IMS ) . In some examples , IMS 
the assistance of , and / or under the control of a computing is used for member matching across DF computing system 
device such as server 104 , which may be embodied by 102 , such as the ability to add a unique identifier to user and 
apparatus 200. As described below , apparatus 200 may be link the user to data across various systems and parts of DF 
configured to enrich the ingested data . computing system 102. In one example , data handling 

In operation 802 , apparatus 200 includes means , such as 35 circuitry 210 , will store user details to memory 204 and 
data handling circuitry 210 , or the like , for generating a provide a unique Aggregate ID ( AID ) and Fragment ID 
snapshot of the data set , wherein the snapshot identifies the ( FID ) . The AID and FID are used as unique identifiers which 
most recently ingested data set . In some examples , creating allow a user to join an individual across various systems . 
a snapshot with the latest view is achieved by using HBase . In operation 810 , apparatus 200 includes means , such as 
For example , whenever HBase gets updated , by default it 40 data handling circuitry 210 , or the like , for performing 
adds the current epoch timestamp for every column / column individual master data management ( IMDM ) . In some 
family in a data set . HBase then reflects the data with most examples , IMDM allows users to utilize unique data con 
recent timestamp . The update timestamp / last modified time sumer and data source information gathered from multiple 
stamp in the source file is then converted to Unix epoch time . source systems . For example , each user may be associated 
When loading the data to HBase , the default current epoch 45 with a single Master Data file ( or a “ Golden Record ” ) , which 
time is overridden with the timestamp from the source file contains all linkable system IDs and additional identification 
( last modified time of the record ) . This way , the data record information ( e.g. demographic information ) that may be 
( primary key combination ) with the highest time stamp leveraged to support commercial opportunities . 
would be reflected in the HBase . Utilizing this method of In operation 812 , apparatus 200 includes means , such as 
producing a snapshot avoids expensive group by and order 50 data handling circuitry 210 , or the like , for performing 
by logic to get the latest record for a given primary key . address standardization . In some examples , address stan 

In operation 804 , apparatus 200 includes means , such as dardization verifies , validates , and standardizes a diverse set 
data handling circuitry 210 , or the like , for generating an of address formats into one universal format based on 
optimized row columnar ( ORC ) snapshot of the determined reference data , such as USPS - CASS reference data . In some 
snapshot , wherein the ORC snapshot comprises a com- 55 examples , data handling circuitry 210 may send address data 
pressed format of the determined snapshot . For example , an to an external service which returns the addresses in their 
ORC Snapshot is a single , point - in - time copy of a data entity standardized format . In some example , the standardized 
Snapshot in a compressed format that is smaller and more address format allows all data consumers of the ingested 
efficient for data consumption such as reading , writing , and data in the data lake to take advantage of one common 
processing . In some examples , a normal Snapshot , provides 60 address format . 
for quick data access when the file has few rows and column ; In operation 814 , apparatus 200 includes means , such as 
however , if the file contains huge volume of data ( e.g. many data handling circuitry 210 , or the like , for generating a set 
rows and columns ) , the retrieval of data may be very slow . of data quality timeliness measurements . In some examples , 
In contrast , for users , queries on ORC Snapshot may be data handling circuitry 210 is configured to measure the 
more efficient than queries on HBase Snapshot . In some 65 timeliness for each component of the DF computing system 
examples , the ORC Snapshot also allows users to query a 102 , such as ingestion , snapshot , ORC , data quality , address 
one - time full extract and incremental change extracts there standardization , and ingestion to ORC at file level , entity 
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level and source level . In some examples , the measured embody the procedures described above may be stored by a 
timeliness metrics at the data source level include times for memory of an apparatus employing an embodiment of the 
each of the following : count , minimum interval , max inter present invention and executed by a processor of the appa 
val , standard deviation , and average duration . ratus . As will be appreciated , any such computer program 

In some examples , the measured timeliness metrics at a 5 instructions may be loaded onto a computer or other pro 
data file level include times for each of the following : file grammable apparatus ( e.g. , hardware ) to produce a machine , 
arrived time at inbound , ingestion start time , ingestion end such that the resulting computer or other programmable 
time , snapshot start time , snapshot end time , ORC start time , apparatus implements the functions specified in the flow 
ORC end time , data quality start time , data quality end time , chart blocks . These computer program instructions may also 
and address standardization time . 10 be stored in a computer - readable memory that may direct a 

Turning now to FIG . 9 , a flowchart is provided that computer or other programmable apparatus to function in a 
illustrates additional example operations for ingesting and particular manner , such that the instructions stored in the 
consuming data utilizing a trading partner manager ( TPM ) , computer - readable memory produce an article of manufac 
in accordance with some example embodiments . Specifi ture , the execution of which implements the functions speci 
cally , FIG . 9 illustrates a more detailed set of operations for 15 fied in the flowchart blocks . The computer program instruc 
consumption of the ingested data set as discussed previously tions may also be loaded onto a computer or other 
in connection with operation 410 of FIG . 4. As noted programmable apparatus to cause a series of operations to be 
previously , the operations for consuming the ingested data performed on the computer or other programmable appara 
set may be performed by DF computing system 102 , with tus to produce a computer - implemented process such that 
the assistance of , and / or under the control of a computing 20 the instructions executed on the computer or other program 
device such as server 104 , which may be embodied by mable apparatus provide operations for implementing the 
apparatus 200. As described below , apparatus 200 may be functions specified in the flowchart blocks . 
configured to consume the ingested data set . Accordingly , blocks of the flowcharts support combina 

In operation 902 , apparatus 200 includes means , such as tions of means for performing the specified functions and 
data handling circuitry 210 , or the like , for determining 25 combinations of operations for performing the specified 
whether to use a hive view or a snapshot table of the ingested functions . It will be understood that one or more blocks of 
data set . In some examples , a hive view will be used for data the flowcharts , and combinations of blocks in the flowcharts , 
that has not been enriched in the data lake and a snapshot can be implemented by special purpose hardware - based 
table will be used for an enriched data set . In some computer systems which perform the specified functions , or 
examples , a hive view contains historical data plus incre- 30 combinations of special purpose hardware and computer 
mental data from the historical view and a snapshot table instructions . 
contains only most recent update for the given record with In some embodiments , certain ones of the operations 
in a table . above may be modified or further amplified . Furthermore , in 

In operation 904 , apparatus 200 includes means , such as some embodiments , additional optional operations may be 
TPM circuitry 212 , or the like , for receiving a user query . In 35 included . Modifications , amplifications , or additions to the 
some examples , the query may comprise a SQL query operations above may be performed in any order and in any 
against the hive view or against a snapshot or ORC snapshot . combination . 

In operation 906 , apparatus 200 includes means , such as Many modifications and other embodiments of the inven 
data handling circuitry 210 , or the like , for querying the hive tions set forth herein will come to mind to one skilled in the 
view or the snapshot table of the ingested data set according 40 art to which these inventions pertain having the benefit of the 
to the received user query . In some examples , data handling teachings presented in the foregoing descriptions and the 
circuitry 210 is further configured to return the query results associated drawings . Therefore , it is to be understood that 
to the user utilizing TPM circuitry 212 . the inventions are not to be limited to the specific embodi 

In operation 908 , apparatus 200 includes means , such as ments disclosed and that modifications and other embodi 
TPM circuitry 212 , or the like , for enabling further con- 45 ments are intended to be included within the scope of the 
sumption of the data and provisioning data output . For appended claims . Moreover , although the foregoing descrip 
example , a user may output the data to other data handling tions and the associated drawings describe example embodi 
systems or other data consumption services . ments in the context of certain example combinations of 
As described above , example embodiments of the present elements and / or functions , it should be appreciated that 

invention provide a Data Management as a Service platform 50 different combinations of elements and / or functions may be 
facilitating automation of database management functional provided by alternative embodiments without departing 
ity via a trading partner management interface . Example from the scope of the appended claims . In this regard , for 
embodiments thus empower users who consume data to take example , different combinations of elements and / or func 
control of the database management process , ending the tions than those explicitly described above are also contem 
need to rely exclusively on the expertise , understanding , and 55 plated as may be set forth in some of the appended claims . 
time - sensitivity of intermediary database manager ( s ) . Although specific terms are employed herein , they are used 

FIGS . 4-9 illustrate flowcharts of the operation of an in a generic and descriptive sense only and not for purposes 
apparatus , method , and computer program product accord of limitation . 
ing to example embodiments of the invention . It will be What is claimed is : 
understood that each block of the flowcharts , and combina- 60 1. A computer - implemented method for ingesting and 
tions of blocks in the flowcharts , may be implemented by consuming data utilizing a trading partner manager ( TPM ) 
various means , such as hardware , firmware , processor , cir interface , the method comprising : 
cuitry , and / or other devices associated with execution of providing , by one or more processors of a data fabric 
software including one or more computer program instruc computing device , the TPM interface , wherein ( a ) the 
tions . For example , one or more of the procedures described 65 TPM interface comprises a plurality of selectable pre 
above may be embodied by computer program instructions . defined data fabric configurations selectable by 
In this regard , the computer program instructions which operating a user computing device , and ( b ) the plurality 

user 
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of selectable predefined data fabric configurations are method comprises one of change data capture , sqoop , 
used to define a set of data fabric configurations ; electronic communication gateway , or message queues . 

receiving , by the one or more processors of the data fabric 3. The computer - implemented method of claim 1 further 
computing device , user input originating from the TPM comprising 
interface , wherein ( a ) the user input comprises one or monitoring , by the one or more processors of the data 
more selections of the plurality of selectable predefined fabric computing device , the data landing zone for a data fabric configurations and defines the set of data data set to be ingested ; and fabric configurations , and ( b ) the set of data fabric determining , by the one or more processors of the data configurations comprises a data source , a data landing fabric computing device , that the received data set is in zone , a data source type , and a delivery channel ; the data landing zone . verifying , by one or more processors of the data fabric 4. The computer - implemented method of claim 1 , computing device , the one or more selections of the 
plurality of selectable predefined data fabric configu wherein consuming the enriched data set comprises : 
rations ; receiving , by the one or more processors of the data fabric 

receiving , by the one or more processors of the data fabric 15 computing device , a user query ; and 
computing device and into the data landing zone and querying , by the one or more processors of the data fabric 
based at least in part on the set of data fabric configu computing device , the snapshot view of the enriched 
rations , a data set from the data source in a batch data set according to the received user query . 
process ; 5. The computer - implemented method of claim 1 , further 

ingesting , by the one or more processors of the data fabric 20 comprising : 
computing device and based at least in part on the data performing , by the one or more processors of the data 
fabric configurations , the received data set , wherein ( a ) fabric computing device , one or more additional data 
ingesting the received data set comprises performing operations on the ingested data set and data handling 
one or more pre - ingestion checks on each of the processes , 
received data set , ( b ) the one or more pre - ingestion 25 wherein the one or more additional data operations com 
checks comprise one or more of a file count check , a prise one or more of heartbeat monitoring of the data 
duplicate file check , an entity count check , a file handling processes , restarting of failed data handling 
transfer completeness check , a schema evolution , or a processes , generating one or more reports regarding the 
timely arrival check ; data handling processes , handling errors occurring in 

after performing the one or more pre - ingestion checks , 30 one or more of the data handling processes , and main 
storing , by the one or more processors of data fabric taining security of the data handling processes and 
computing device , the ingested data set in a data lake , ingested data set . 
wherein the ingested data set is stored in its ingested 6. An apparatus for ingesting and consuming data utiliz 
form ; ing a trading partner manager ( TPM ) interface , the apparatus 

after storing the ingested data set in the data lake , per- 35 comprising at least one processor and at least one memory 
forming , by the one or more processors of data fabric including program code , the at least one memory and the 
computing device , one or more post - ingestion checks program code configured to , with the processor , cause the 
on the ingested data set , wherein the one or more apparatus to at least : 
post - ingestion checks comprise one or more of a provide the TPM interface wherein ( a ) the TPM interface 
schema validation or a record count check ; comprises a plurality of selectable predefined data 

after performing the one or more post - ingestion checks , fabric configurations selectable by a user operating a 
enriching , by the one or more processors of the data user computing device , and ( b ) the plurality of select 
fabric computing device and based at least in part on able predefined data fabric configurations are used to 
the set of data fabric configurations , the ingested data define a set of data fabric configurations ; 
set , wherein enriching the ingested data set comprises 45 receive user input originating from the TPM interface , 
one or more of generating a snapshot , generating a data wherein ( a ) the user input comprises one or more 
quality report , performing identity matching solutions , selections of the plurality of selectable predefined data 
performing address standardization , or generating a set fabric configurations and defines the set of data fabric 
of data quality timeliness measurements ; configurations , and ( b ) the set of data fabric configu 

determining , by the one or more processors by the data 50 rations comprises a data source , a data landing zone , a 
fabric computing device and based at least in part on data source type , and a delivery channel ; 
the enriched data set , whether to use a hive view of the verify the one or more selections of the plurality of 
enriched data set or a snapshot view of the enriched selectable predefined data fabric configurations ; 
data set ; and receive , into the data landing zone and based at least in 

in response to determining to use the snapshot view of the 55 part on the set of data fabric configurations , a data set 
enriched data set , enabling , by the one or more pro from the data source in a batch process ; 
cessors by the data fabric computing device , consump ingest , based at least in part on the data fabric configu 
tion of the enriched data set . rations , the received data set , wherein ( a ) ingesting the 

2. The computer - implemented method of claim 1 , received data set comprises performing one or more 
wherein receiving the data set from the data source further 60 pre - ingestion checks on each of the received data set , 
comprises : ( b ) the one or more pre - ingestion checks comprise one 

issuing , by the one or more processors of the data fabric or more of a file count check , a duplicate file check , an 
computing device , a pull request requesting the data set entity count check , a file transfer completeness check , 
to the data source ; and a schema evolution , or a timely arrival check ; 

receiving , by the one or more processors of the data fabric 65 after performing the one or more pre - ingestion checks , 
computing device and by a transmission method , the store the ingested data set in a data lake , wherein the 
data set from the data source , wherein the transmission ingested data set is stored in its ingested form ; 
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after storing the ingested data set in the data lake , per receive user input originating from the TPM interface , 
forming one or more post - ingestion checks on the wherein ( a ) the user input comprises one or more 
ingested data set , wherein the one or more post - inges selections of the plurality of selectable predefined data 
tion checks comprise one or more of a schema valida fabric configurations and defines the set of data fabric 
tion or a record count check ; configurations , and ( b ) the set of data fabric configu 

after performing the one or more post - ingestion checks , rations comprises a data source , a data landing zone , a 
enrich , based at least in part on the data fabric con data source type , and a delivery channel ; 
figurations , the ingested data set , wherein enriching the verify the one or more selections of the plurality of 
ingested data set comprises one or more of generating selectable predefined data fabric configurations ; 

receive , into the data landing zone and based at least in a snapshot , generating a data quality report , performing 
identity matching solutions , performing address stan part on the set of data fabric configurations , a data set 

from the data source in a batch process ; dardization , or generating a set of data quality timeli ingest , based at least in part on the data fabric configu ness measurements ; rations , the received data set , wherein ( a ) ingesting the determine , and based at least in part on the enriched data received data set comprises performing one or more set , whether to use a hive view of the enriched data set pre - ingestion checks on each of the received data set , 
or a snapshot view of the enriched data set ; and ( b ) the one or more pre - ingestion checks comprise one in response to determining to use the snapshot view of the or more of a file count check , a duplicate file check , an 
enriched data set , enable consumption of the enriched entity count check , a file transfer completeness check , 
data set . a schema evolution , or a timely arrival check ; 

7. The apparatus of claim 6 , wherein to receive the data after performing the one or more pre - ingestion checks , 
set from the data source the memory and program code are store the ingested data set in a data lake , wherein the 
further configured to , with the processor , cause the apparatus ingested data set is stored in its ingested form ; 
to : after storing the ingested data set in the data lake , per 

issue a pull request requesting the data set to the data 25 forming one or more post - ingestion checks on the 
source ; and ingested data set , wherein the one or more post - inges 

receive , by a transmission method , the data set from the tion checks comprise one or more of a schema valida 
data source , wherein the transmission method com tion or a record count check ; 
prises one of change data capture , sqoop , electronic after performing the one or more post - ingestion checks , 
communication gateway , or message queues . enrich , based at least in part on the data fabric con 

8. The apparatus of claim 6 , wherein the memory and figurations , the ingested data set , wherein enriching the 
program code are further configured to , with the processor , ingested data set comprises one or more of generating 
cause the apparatus to : a snapshot , generating a data quality report , performing 
monitor the data landing zone for a data set to be ingested ; identity matching solutions , performing address stan 

and dardization , or generating a set of data quality timeli 
determine that the received data set is in the data landing ness measurements ; 

zone . determine , and based at least in part on the enriched data 
9. The apparatus of claim 6 , wherein to consume the set , whether to use a hive view of the enriched data set 

enriched data set the memory and program code are further or a snapshot view of the enriched data set ; and 
configured to , with the processor , cause the apparatus to : in response to determining to use the snapshot view of the 

receive a user query ; and enriched data set , enable consumption of the enriched 
query the snapshot view of the enriched data set according data set . 

to the received user query . 12. The non - transitory computer - readable storage 
10. The apparatus of claim 6 , wherein the memory and medium of claim 11 , the non - transitory computer - readable 

program code are further configured to , with the processor , 45 storage medium storing further program code instructions 
cause the apparatus to : that , when executed , cause the data fabric computing device 

perform one or more additional data operations on the to further : 
ingested data set and data handling processes , wherein issue a pull request requesting the data set to the data 
the one or more additional data operations comprise source ; and 
one or more of heartbeat monitoring of the data han- 50 receive , by a transmission method , the data set from the 
dling processes , restarting of failed data handling pro data source , wherein the transmission method com 
cesses , generating one or more reports regarding the prises one of change data capture , sqoop , electronic 
data handling processes , handling errors occurring in communication gateway , or message queues . 
one or more of the data handling processes , and main 13. The non - transitory computer - readable storage 
taining security of the data handling processes and 55 medium of claim 11 , the non - transitory computer - readable 
ingested data set . storage medium storing further program code instructions 

11. A non - transitory computer - readable storage medium that , when executed , cause the data fabric computing device 
for ingesting and consuming data utilizing a trading partner to further : 
manager ( TPM ) interface , the non - transitory computer - read monitor the data landing zone for a data set to be ingested ; 
able storage medium storing program code instructions that , 60 and 
when executed , cause a data fabric computing device to : determine that the received data set is in the data landing 

provide the TPM interface wherein ( a ) the TPM interface 
comprises a plurality of selectable predefined data 14. The non - transitory computer - readable storage 
fabric configurations selectable by a user operating a medium of claim 11 , the non - transitory computer - readable 
user computing device , and ( b ) the plurality of select- 65 storage medium storing further program code instructions 
able predefined data fabric configurations are used to that , when executed , cause the data fabric computing device 
define a set of data fabric configurations ; to further : 
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receive a user query ; and 
query the snapshot view of the enriched data set according 

to the received user query . 
15. The non - transitory computer - readable storage 

medium of claim 11 , the non - transitory computer - readable 5 
storage medium storing further program code instructions 
that , when executed , cause the data fabric computing device 
to further : 

perform one or more additional data operations on the 
ingested data set and data handling processes , wherein 10 
the one or more additional data operations comprise 
one or more of heartbeat monitoring of the data han 
dling processes , restarting of failed data handling pro 
cesses , generating one or more reports regarding the 
data handling processes , handling errors occurring in 15 
one or more of the data handling processes , and main 
taining security of the data handling processes and 
ingested data set . 


